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Generalizing From Observations of Mathematics Teachers’ Instructional Practice Using the Instructional Quality Assessment

Anne Garrison Wilhelm
Southern Methodist University

Sungyeun Kim
Seoul National University

One crucial question for researchers who study teachers’ classroom practice is how to maximize information about what is happening in classrooms while minimizing costs. This report extends prior studies of the reliability of the Instructional Quality Assessment (IQA), a widely used classroom observation toolkit, and offers insight into the often asked question: “What is the number of observations required to reliably measure a teacher’s instructional practice using the IQA?” We found that in some situations, as few as three observations are needed to reliably measure a teacher’s instructional practice using the IQA. However, that result depends on a variety of other factors.
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Being able to reliably measure teachers’ instructional practice is a fundamental issue for practitioners and researchers (Kane & Staiger, 2012). The use of classroom observations as part of district teacher evaluation systems continues to grow with an emphasis on making their use more rigorous (Herlihy et al., 2014). Further, researchers need to know what takes place in classrooms when teachers’ instructional practice is being measured as a dependent or independent variable. Repeated classroom observations provide information about classroom events, but they can be costly. Therefore, the crucial question is how to maximize
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information about what is happening in classrooms while minimizing costs.

We address that question by examining the reliability of a widely used classroom observation toolkit, the Instructional Quality Assessment (IQA; Boston, 2012; Matsumura, Garnier, Slater, & Boston, 2008). The IQA mathematics toolkit was designed to assess several elements of ambitious instruction in mathematics (Boston, 2012). It consists of 11 rubrics pertaining to the cognitive demand of the mathematical activity in the classroom (e.g., Doyle, 1988; Stein, Grover, & Henningsen, 1996), the quality of classroom discussion (e.g., Boaler & Staples, 2008; O’Connor & Michaels, 1996; Stein, Engle, Smith, & Hughes, 2008), and the teachers’ expectations for students (e.g., Remillard, 1999). These rubrics have been used to assess the quality of instruction using classroom artifacts (e.g., samples of student work) and classroom observation. (For more information about the IQA instrument and rubrics, see Boston, 2012.)

The IQA developers conducted generalizability and decision studies to describe the optimal conditions for obtaining reliable scores for teachers’ instructional practices (Matsumura et al., 2008). Using a sample of middle school mathematics teachers in an urban district, Matsumura, Garnier, Slater, and Boston (2008) found that when they limited their analysis to the 11 teachers who complied with the requirements of data collection, as few as two observations yielded a reliable estimate of instructional practice, $\Phi = .86$ (p. 279). Although their study provides some information about optimal conditions and generalizability, with such a small sample, the study merits replication, especially given that the IQA is widely used (e.g., Quint, Akey, Rappaport, & Willner, 2007; Sztajn, Wilson, Edgington, & Confrey, 2011). Thus, we conducted a replication-type study to answer the following question: How many observations are required to reliably estimate teachers’ instructional practice using the IQA?

**Generalizability Theory**

Hill, Charalambos, and Kraft (2012) made a strong argument for the need for more information pertaining to observational instruments, raters, and observations to understand the reliability of teachers’ scores. They argued that generalizability studies and decision studies are crucial for gathering information about what they call observational systems in an attempt to move beyond just thinking about the instrument itself to also considering the number of observations and the number of raters.

Generalizability theory provides a theoretical basis for understanding sources of variation in scores (Brennan, 2001). For example, is the variation in teachers’ scores for a particular instrument attributable to true variation in teachers, items within the instrument, or the day the observation occurs? Central to generalizability theory is the notion of dependability, which pertains to the accuracy of generalizing from a person’s observed score on a test or other measure . . . to the average score that person would have received under all possible conditions that the test user would be equally willing to accept. (Shavelson & Webb, 1991, p. 1)
When applied to the context of teachers’ instructional practice, one might ask whether the score produced by an observational system is representative of that teacher’s instructional practice.

Generalizability (G) studies estimate the sources of variability (e.g., items, raters, observations) within a particular observational system. Decision (D) studies help us to understand the conditions (e.g., number of observations) under which the score produced by the observational system will reliably represent the teacher’s practice more generally. D studies produce two different coefficients that represent reliability: the generalizability coefficient, $E^2$, which represents the relative reliability, and the dependability coefficient, $\Phi$, which represents the absolute reliability. The former is appropriate for relative comparisons—for example, which teachers are stronger than their colleagues—but the latter is more appropriate for absolute decisions—for example, whether teachers are above a certain threshold (Hill, Charalambos, & Kraft, 2012).

**Method**

We drew on data collected in the course of a 4-year study that sought to address the question of what is needed to improve the quality of middle grades mathematics teaching at the scale of a large urban district (Cobb & Jackson, 2011; Cobb & Smith, 2008). The research team collaborated with the leaders of four large, urban districts that were attempting to achieve a vision of high-quality mathematics instruction that was compatible with the National Council of Teachers of Mathematics’ (2000) *Principles and Standards for School Mathematics*. In each of the four districts, the research team selected a sample of 6 to 10 middle grades schools that reflected variation in student performance and in capacity for improvement in the quality of instruction across the district. Within each school, up to five mathematics teachers were randomly selected to participate in the study, a total of approximately 30 teachers per district.

For the analyses reported in this article, we used data from years 3 and 4 of the project (the 2009–2010 and 2010–2011 school years) because we had created several additional rubrics to assess the quality of the task setup and used them across the entire sample of teachers in those years. It is important to note that we used only 8 of the 11 rubrics that Matsumura et al. (2008) used in their study (three were omitted because of low interrater reliability in previous studies): Task Potential, Implementation, Rigor of the Discussion, Participation, Teacher Linking, Student Linking, Teacher’s Press, and Student Providing. We also utilized rubrics developed by a subset of our research team to assess the quality of the task setup: Contextual Features, Mathematical Relationships, and Maintenance of the Cognitive Demand. (For more information about the setup rubrics, see Jackson, Garrison, Wilson, Gibbons, & Shahan, 2013.) We grouped the rubrics into three domains based on factor analyses of the original IQA data from our study and the addition of the setup measures: (a) Cognitive Demand (Task Potential, Implementation), (b) Discussion (Rigor of the Discussion, Participation, Teacher Linking, Student Linking, Teacher’s Press, and Student Providing), and
(c) Setup (Contextual Features, Mathematical Relationships, and Maintenance of the Cognitive Demand). We refer to the set of eight Cognitive Demand and Discussion rubrics from the original IQA instrument as the Original IQA, and we refer to the instrument that includes those original eight rubrics and the Setup rubrics as the Expanded IQA.

Sample

Our final sample included 150 teachers, and data were collected over 2 years with two observations per teacher. As in the Matsumura et al. (2008) study, we asked teachers to engage students in a problem-solving activity with a related whole-class discussion. Of those 150 teachers, 96 held a whole-class discussion during both observations, 41 held a whole-class discussion during only one of the observations, and 13 did not hold a whole-class discussion on either day they were observed. To understand the importance of the match between sample and instrument, and to be consistent with the Matsumura et al. (2008) study, we considered the full sample of teachers and a restricted sample, which included only teachers who complied with the requirements of data collection and had a whole-class discussion on both days they were observed. Figure 1 shows a comparison between the Matsumura et al. (2008) study and this study on a number of key dimensions. The primary differences between the two studies are the number of teachers in the study, the study time span, and the sample of rubrics used.

<table>
<thead>
<tr>
<th></th>
<th>Matsumura et al. (2008)</th>
<th>This study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of teachers</td>
<td>11 teachers</td>
<td>150 teachers</td>
</tr>
<tr>
<td>District contexts</td>
<td>1 urban district</td>
<td>4 urban districts</td>
</tr>
<tr>
<td>Observation timing</td>
<td>2 consecutive days,</td>
<td>2 consecutive days,</td>
</tr>
<tr>
<td>and subjects</td>
<td>with same class period</td>
<td>with same class period</td>
</tr>
<tr>
<td>Study time span</td>
<td>2 weeks</td>
<td>2 years</td>
</tr>
<tr>
<td>Rubrics used</td>
<td>11 original IQA rubrics</td>
<td>8 of 11 original IQA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>rubrics plus additional</td>
</tr>
<tr>
<td></td>
<td></td>
<td>setup rubrics</td>
</tr>
<tr>
<td>Rater training</td>
<td>4–5 days of training by</td>
<td>4–5 days of training by</td>
</tr>
<tr>
<td></td>
<td>developer</td>
<td>developer</td>
</tr>
<tr>
<td>Interrater agreement</td>
<td>Exceeded 80% agreement</td>
<td>Exceeded 80% agreement</td>
</tr>
<tr>
<td>prior to coding</td>
<td>prior to beginning coding</td>
<td>prior to beginning coding</td>
</tr>
<tr>
<td>G Study Design</td>
<td>Univariate</td>
<td>Multivariate</td>
</tr>
</tbody>
</table>

Figure 1. Comparison of previous and current study.
Analyses

Generalizability theory provides a framework to disentangle multiple sources of error in a measurement system (Brennan, 2001). For the Original IQA and the Expanded IQA with teachers (t) as the object of measurement, three facets contribute to the score variability: domains (d), items (i), and observations (o). In our case, we considered Cognitive Demand, Discussion, and Setup as domains. We assumed that the items within each domain were fixed, and teachers were rated using all items. With the IQA, scores measured by different domains are likely to be correlated. For example, more cognitively demanding tasks have the potential for better whole-class discussion, and hence the Cognitive Demand and Discussion domains are correlated. Given these assumptions, a multivariate random facet $t \times o \times d$ G study design was the most appropriate (Brennan, 2001). The superscript filled circle (•) designates that the facet is crossed with the fixed domains, and the superscript empty circle (°) designates that the facet is nested within the fixed domains. In this case, we took the items as nested within the fixed domains (e.g., Task Potential is an item within the Cognitive Demand domain, and we did not allow for it to vary in the model). No superscripts are used for univariate designs.

The IQA developers conducted a univariate G study rather than a multivariate G study. Ignoring the correlation between domains can result in a biased estimate of the reliability coefficients (Clauser, Harik, & Margolis, 2006). In particular, the univariate design considers only the overall IQA score, whereas the multivariate design considers the domains and items within the IQA. Although we believe that a multivariate approach is better suited to the IQA, in order to compare to the results from the previous IQA generalizability study and better understand the reliability of the IQA, we conducted both univariate and multivariate analyses. We performed eight total analyses, combining the Original IQA or Expanded IQA with the full sample or restricted sample in (a) univariate $t \times o$ analyses that ignored both the item facet and the correlations between domains and (b) multivariate $t \times o \times d$ analyses that took into account the item facet and the correlations between domains. We report only on the D study results below, but G studies were first conducted to understand sources of variation. In G studies, the estimated variance components are used to calculate the effects of various hypothetical measurement designs (i.e., the D study results)—in this case, whether those designs varied in the number of observations conducted.

With respect to interpretation of results, there is substantial variation in what is considered an acceptable level for $E_{\rho}^2$ and $\Phi$. Generalizability theory developed out of classical test theory, which has generally considered a Cronbach’s alpha coefficient of .80 sufficient reliability for making decisions about individuals (Webb, Shavelson, & Haertel, 2007). Hence, the .80 level is a generally acceptable guideline for $E_{\rho}^2$ and $\Phi$. There is good reason and precedent to believe that .80 may be a stringent requirement for observational measures of teachers. In the Measures of Effective Teaching (MET) study, a level of .65 was deemed acceptable when determining what procedures within the observational system were necessary for reliably measuring teachers’ instructional practice.
Anne Garrison Wilhelm and Sungyeun Kim (Kane & Staiger, 2012). Although precedent may exist, we know of no empirical work determining appropriate levels of reliability for observational instruments of this complexity; therefore, the decision regarding an appropriate reliability level is a decision left up to the researcher. More work is needed in this area.

**Results**

The D study results of the univariate \( t \times o \) design, including both \( E\rho^2 \) and \( \Phi \), are reported for different numbers of observations—from 1 to 7—in Table 1. The values in the shaded region of Table 1 represent the actual study data with two observations per teacher, but the other values are hypothetical. It is possible that error from G study estimates of variance components influences the accuracy of the reliabilities produced for hypothetical designs, but it is common practice to use the known variance components to estimate reliabilities for hypothetical designs, and we know of no reason why there would be error in the variance estimates based on two observations. The reliability coefficients were uniformly higher for the Expanded IQA than for the Original IQA. In addition, the reliability coefficients were uniformly higher for the restricted sample than for the full sample. Also, the reliability coefficients for just two observations are lower than the standard cutoff, .80, regardless of the sample and the instrument used. The column with \( \Phi = .652 \) for the restricted sample with two observations is the best for comparison to the findings of Matsumura et al.'s (2008) previous IQA G study with \( \Phi = .86 \); it is clear that the \( \Phi \) for our sample is considerably lower. Further, the result is even lower for the Original IQA and the full sample, \( \Phi = .522 \).

The multivariate \( t \times o \times p \) D study results, based on the composite scores, are reported in Table 2. Because we assume that observational instruments are more likely to be used for relative evaluation than absolute evaluation, we report only \( E\rho^2 \) for all subsequent analysis. The values in the shaded region of Table 2 represent the actual situation (i.e., two observations), other values are based on obtaining \( E\rho^2 = .65 \) or \( E\rho^2 = .80 \). For the restricted sample, three observations with either instrument yield a generalizability coefficient meeting the .65 cutoff, but for the full sample four observations are required to meet this threshold. The differences between the samples are the opposite for the .80 cutoff: \( E\rho^2 \) for the full sample is above .80 with nine observations, but for the restricted sample it is achieved with 10 observations. Possible interpretations and implications of these results are discussed in the next section.

**Discussion**

We sought to add to the information about generalizability and reliability of the Instructional Quality Assessment (IQA) because of its growing use. In particular, we wanted to better understand how many observations are necessary to reliably measure teachers’ instructional practice with the IQA. We found that the number of observations required depends on the group (i.e., universe) of teachers to which you want to generalize (e.g., limited to those with whole-class discussion or the
full sample), the modeling approach used (e.g., univariate or multivariate), the instrument used (e.g., the original or the expanded IQA), and the level of reliability desired (e.g., .65 and higher). In the case when the sample of teachers consistently has a whole-class discussion and the level of reliability is set to .65, three observations are needed to reliably measure a teacher’s instructional practice using the IQA. There are a number of broader conclusions and implications for the design of studies with respect to sample, instrument, and number of observations.

First, in extending Matsumura et al.’s (2008) study, our univariate results with our restricted sample of 96 teachers were both similar to and different from the results of Matsumura et al.’s analysis with 11 teachers. We found that, in general, the dependability coefficients were lower than those of the prior study. A possible reason for this is that our sample is larger and potentially less homogeneous than

<table>
<thead>
<tr>
<th>Number of Observations</th>
<th>Original IQA</th>
<th>Expanded IQA</th>
</tr>
</thead>
<tbody>
<tr>
<td>n_I = 150</td>
<td>n_I = 96</td>
<td>n_I = 150</td>
</tr>
<tr>
<td>1</td>
<td>.353</td>
<td>.427</td>
</tr>
<tr>
<td>2</td>
<td>.522</td>
<td>.568</td>
</tr>
<tr>
<td>3</td>
<td>.621</td>
<td>.664</td>
</tr>
<tr>
<td>4</td>
<td>.686</td>
<td>.725</td>
</tr>
<tr>
<td>5</td>
<td>.732</td>
<td>.767</td>
</tr>
<tr>
<td>6</td>
<td>.766</td>
<td>.798</td>
</tr>
<tr>
<td>7</td>
<td>.793</td>
<td>.822</td>
</tr>
</tbody>
</table>

*Note.* The Original IQA used in this study includes only 8 of the 11 rubrics used in the Matsumura et al. (2008) study.

<table>
<thead>
<tr>
<th>Number of Observations</th>
<th>Original IQA</th>
<th>Expanded IQA</th>
</tr>
</thead>
<tbody>
<tr>
<td>n_I = 150</td>
<td>n_I = 96</td>
<td>n_I = 150</td>
</tr>
<tr>
<td>2</td>
<td>.519</td>
<td>.554</td>
</tr>
<tr>
<td>3</td>
<td>.611</td>
<td>.639</td>
</tr>
<tr>
<td>4</td>
<td>.671</td>
<td>.692</td>
</tr>
<tr>
<td>9</td>
<td>.802</td>
<td>.804</td>
</tr>
<tr>
<td>10</td>
<td>.815</td>
<td>.816</td>
</tr>
</tbody>
</table>
their sample of 11 teachers. It is important to acknowledge that we used only 8 of the 11 instruments they used, and this could have contributed to some additional unexplained variance. One finding that was similar between the two studies was that the inclusion of teachers who did not regularly have a whole-class discussion following work on the task decreased the reliability of the instrument. In our study, we investigated this result by comparing the reliability for the full sample and the restricted sample. This finding has important implications for the use of the IQA: For teachers who do not regularly have a whole-class discussion following work on the task, it generally requires more observations to reliably assess their instructional quality using the IQA. This finding likely has implications for the use of other instruments that similarly focus on specific aspects of instruction: The match between the instrument and the sample will influence the number of observations it takes to reliably assess instructional practice.

Second, with respect to our differing results between the univariate and multivariate studies, in general, reliability coefficients were higher for the univariate studies than the multivariate studies. This is likely because the univariate analyses are a special case of the multivariate analyses that do not consider the correlations between domains (Brennan, 2001). We believe that the multivariate results are more accurate for the IQA because they account for correlations between domains.

Third, the inclusion of the setup rubrics did improve the reliability, yet the marginal benefit tends to decrease as the number of observations increases. This result for the addition of the setup rubrics is consistent with an interpretation that more information about what happened in the classroom is better when you have a limited number of observations. Further, as the number of observations increase, the information about the cognitive demand and discussion might be sufficient to generalize about a teacher’s practice. This suggests that when you are planning to do observations, you can make trade-offs between attending to more aspects of instruction (with additional rubrics) and the number of observations. It is likely that adding the rubrics specific to the setup would be less expensive than adding more observations. Further, across the analyses, it is clear that by adding more observations the reliability of the IQA in assessing teachers’ typical instructional practice improves. Using generalizability theory, the goal is to be able to generalize from a limited set of observations to the universe of observations (i.e., teachers’ typical practice). Recall that these districts were focusing on high quality mathematics instruction in a way that is not typical of urban districts. This suggests that, given the large number of observations required, the IQA might not be an efficient choice for reliably assessing teachers’ typical practice in most urban districts. As suggested by Boston (2012),

The focus of the IQA Mathematics rubrics dictates that they are best suited for assessing reform-oriented instructional practices for use in implementation studies of curriculum or professional development, or to identify changes in the nature of school- or district-wide instructional practice over time. (pp. 96–97)
Lastly, our results demonstrate that the level of reliability deemed sufficient (i.e., the reliability cutoff) will greatly influence the number of minimally necessary observations. The relationship is in fact nonlinear with diminishing returns as the number of observations increases. For example, going from three observations to four observations has a greater payoff with respect to reliability than going from nine observations to 10 observations. These are the types of considerations that will be important when deciding how to balance research costs with reliability desires.

It is important to consider one key limitation of this analysis. We did not consider rater effects, which is another important source of error variation in teachers’ scores from observational instruments. Given the rigorous rater training procedures, we believe that the rater effects are likely to be small. However, ideally, future studies will consider this source of variation.
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